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Abstract

Recent advances in LLMs have led to the de-
velopment of various evaluation benchmarks.
These benchmarks typically rely on a single
instruction template per task. We create a large-
scale collection of instruction paraphrases and
comprehensively analyze the brittleness of re-
sults obtained via single-prompt evaluations
across 6.5M instances, involving 20 different
LLMs and 39 tasks from 3 benchmarks. We
find that different instruction templates lead to
very different results, both in terms of abso-
lute performance, as well as relative ranking.
Instead, we propose a set of diverse metrics
on multiple instruction paraphrases, specifi-
cally tailored for different use cases (e.g., LLM
vs. downstream development), ensuring a more
reliable and meaningful assessment of LLM
capabilities. We show that our metrics provide
new insights into the strengths and limitations
of current LLMs.

1 Introduction

Recent years have seen an explosion of large lan-
guage models (LLMs), which generalize to unseen
tasks via natural language instructions. Various
LLM evaluation benchmarks, such as BIG-bench
and HELM, use a single instruction template per
task, evaluating all models against it (Srivastava
et al., 2022; Liang et al., 2022). However, there
could be a myriad of ways to phrase an instruction
template for a given task; see Figure 1 for examples
of different templates for the task of recognizing ho-
mophones. Naturally, LLM performance depends
on the chosen template.

In this work, we explore the question of robustly
comparing different models on a given task. We
first create a dataset of paraphrased instructions. To
achieve this, we devise three automatic methods
to paraphrase given instruction templates, based
on recent prompting techniques such as chain-of-
thought. We manually verify and filter a large col-
lection of more than 175 paraphrases for different

Figure 1: Evaluation of different OpenAI models on
the homophones task from LMENTRY over four para-
phrases of the instructions for the task. Each cluster of
columns corresponds to a distinct instruction template,
with its respective text detailed below the graph (words
in bold indicate a sample-specific instantiation). De-
spite all instructions being semantically equivalent, both
absolute performance and relative ranking vary widely.

tasks (5K instruction paraphrases in total), which
we make publicly available for future research.1

Next, we use our dataset to perform a large scale
statistical evaluation of over 6.5M instances, in-
volving 20 different LLMs and 39 tasks from 3
benchmarks. We find that models perform very dif-
ferently on different instruction paraphrases, both
in terms of absolute and relative performance. Fig-
ure 1 shows an example of the performance of four
models on four (semantically equivalent) prompts,
with both absolute performance and relative rank-
ing varying widely. At the extreme, there are in-
struction templates on which a model performs
the best compared to other models, while on a se-
mantically equivalent instruction the same model

1github.com/SLAB-NLP/Multi-Prompt-LLM-Evaluation
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performed the worst (e.g., GPT-3.5-Turbo on P1

vs. P4). Subsequently, we argue that very little can
be said on either absolute or relative performance
based on the common practice of single-instruction
evaluation (which may partially explain why some
models seem less accurate in practice than their
formal evaluation may suggest).

Note that while the claim that evaluating against
a single instruction template leads to brittle results
is not surprising per se, to the best of our knowledge
it has never been subjected to rigorous empirical
testing before.

To address the limitations of single-instruction
evaluation, we propose to take a step back and con-
sider multi-instruction evaluation metrics which are
closely tied to real-world use cases of LLMs. We
argue that different use cases should entail different
evaluation metrics. For example, LLM developers
may be interested in measuring the robustness of
performance across multiple instruction templates,
which we formulate as the average performance
across a large collection of instructions. In con-
trast, when focusing on a downstream task, differ-
ent models may be better compared according to
their corresponding top-performing instruction.

We evaluate 20 LLMs with our metrics, finding
that their absolute and relative performance differ
from those obtained with the benchmarks’ original
instruction templates. We demonstrate that differ-
ent models excel in different metrics: For instance,
in the LMENTRY benchmark, LLaMA-based mod-
els are comparable to T5-based models when look-
ing at top-performing instructions. However, these
models lag behind when average performance is
considered, due to poor performance on a large
number of paraphrases. We also show that our au-
tomatic paraphrasing method is effective, and there
is no need to manually verify the paraphrases.

Our results suggest that future work should
choose the evaluation metric based on the extrinsic
needs of the evaluators. We hope that our work
will help spur more consistency and comparabil-
ity in LLM evaluation, which is strongly tied to
real-world usage of LLMs.

2 Background and Definitions

Below we survey how generalization to a new task
format is evaluated and compared between LLMs,
finding that this is normally done by testing per-
formance on a single (or very few) task instruction
templates. In the rest of the paper, we will argue

that such practice leads to brittle results which are
not well-suited for real-world use of LLMs.

Task instruction templates. Following Mishra
et al. (2021); Chung et al. (2022), we separate be-
tween task instruction, samples, and input-output
exemplars which may be provided during in-
context learning. We define an instruction template
for a given task as a string with placeholders where
the input samples are to be inserted. As seen in
Figure 1, the same task can be described using
different task instruction templates.

Evaluation benchmarks. Several recent efforts
aim to standardize LLM evaluation. Notable ex-
amples include MMLU (Hendrycks et al., 2020),
BIG-bench (Srivastava et al., 2022; Suzgun et al.,
2022), and HELM (Liang et al., 2022). In all of
these, each task has a single instruction template,
against which all models are evaluated. Another
benchmark, LMENTRY (Efrat et al., 2022), reports
models’ average performance on three instruction
templates. The instruction templates are provided
with these benchmarks, allowing new models to be
tested against the same template.

Sadly, it is also common practice to report results
based on a single instruction template without mak-
ing it publicly available (e.g., LLaMA (Touvron
et al., 2023), PALM (Chowdhery et al., 2022), GPT-
4 (OpenAI, 2023), and Gemini (Google, 2023)).
This exacerbates the challenge of meaningful com-
parative evaluation.

Prompt robustness. Related to this study is
a line of work measuring LLM’s robustness to
prompt (or instruction template) modifications. Un-
like our work, these typically aim to measure model
performance against adversarial paraphrasing ap-
proaches. PromptBench (Zhu et al., 2023) mea-
sures performance on erroneous instructions (e.g.,
instructions written by non-native English speak-
ers). They then compare performance on perturbed
instructions vs. the benchmark’s original instruc-
tions, which are considered the gold-standard ref-
erence. Gu et al. (2022) examined a single LLM’s
robustness under various instruction perturbations,
including word-, sentence-, and instruction-level
changes. Sun et al. (2023) show that LLMs perform
better on instructions they have seen in training
(BIG-bench Lite benchmark), compared to man-
ual paraphrases. We later incorporate their manual
paraphrases in our evaluation.

In contrast to works on prompt robustness, our



scope is wider. We analyze the impact of the choice
of prompt in terms of both absolute and relative
model performance, covering a wide range of mod-
els and several different metrics.

3 Experimental Setup

In this section we describe the tasks and models
which we evaluate in this work.

3.1 Tasks

We evaluate 39 diverse tasks from three evaluation
benchmarks, as itemized below, and summarized
in Table 6 in the Appendix.

10 tasks from LMENTRY (Efrat et al., 2022).
LMENTRY consists of simple linguistic tasks (e.g.,
“write a word that doesn’t contain the letter l”),
each accompanied by three associated instruction
templates. The tasks are designed to capture ex-
plainable and controllable linguistic phenomena.
We choose 10 tasks from LMENTRY that received
the lowest scores in the original paper.

14 tasks from BIG-bench Lite (BBL; Srivastava
et al., 2022). These cover multiple knowledge do-
mains, sampled from the larger BIG-Bench bench-
mark (bench authors, 2023). In particular, we focus
on a set of 14 tasks studied recently by Sun et al.
(2023). Each task in BBL is associated with a
single instruction template.

15 tasks from BIG-bench Hard (BBH; Suzgun
et al., 2022). This is another curated subset of
BIG-bench, containing particularly challenging
tasks on which LLM underperform the average
human-rater score. We take the set of 15 classi-
fication and multiple choice tasks from BBH to
ease the evaluation protocol. Each task in BBH is
associated with a single instruction template.

Measuring performance. We measure perfor-
mance in the standard manner provided by each
benchmark. In LMENTRY this is done with the
official evaluation script, while in Big-Bench we
use exact match evaluation. We note that while this
evaluation is somewhat strict, we believe that it is
also fair and straightforward.

3.2 Models

As shown in Table 1, We evaluate 16 instruction-
tuned LLMs from 11 diverse model families
(Chung et al., 2022; Sanh et al., 2021; Taori et al.,
2023; Zheng et al., 2023; Durbin, 2023; Ding

Model Size Base Model # Params

Flan-T5

Small

T5

80M
Base 250M
Large 780M
XL 3B
XXL 11B

T0 Small T5 3B
T0pp 11B

Alpaca Small LLaMA 7B
Big 13B

Vicuna LLaMA 13B
Airoboros LLaMA 13B
UltraLM LLaMA 13B
Nous-Hermes LLaMA 13B
Falcon-Instruct Falcon 7B
MPT MPT 7B
Minotaur StarCoder Plus 15B

Table 1: The different LLMs evaluated in this work,
grouped by model family, along with their size, in num-
ber of parameters. All models were instruction-tuned.

et al., 2023; NousResearch, 2023; Almazrouei
et al., 2023; Team, 2023; Collective, 2023). We
refrain from including any closed API-based mod-
els (e.g., OpenAI models) in our main evaluation
for two reasons. First, using them at scale is an
expensive prospect, for example, running our en-
tire evaluation suite on GPT-4 will cost up to 2500
USD. Second, and more importantly, the closed
API for these models reportedly manipulates the
input prompts in an undisclosed manner (e.g., wrap-
ping them with meta-prompts, or rerouting to other
models) (Rao et al., 2023) which interferes with our
evaluation. We do however perform a small-scale
evaluation of OpenAI models in Section 7 to show
that they are also sensitive to prompt paraphrasing.

4 Single-Prompt Evaluation Leads to
Inconsistent Results

As discussed in the previous section, a common
practice in LLM evaluation is to evaluate different
models against a single instruction template. In
this section, we will show that this approach is
quite brittle. Indeed, a simple rephrasing of the
instruction template can lead to drastic changes in
absolute model performance as well as its relative
ranking among other models.

To show this, in Section 4.1 we create a large
number of instruction paraphrases for each of our
tasks. This is achieved automatically with the aid
of an LLM and verified by human annotators to



Benchmark Method #Automatic
Paraphrases

#Correct
Paraphrases

Correct
Ratio

LMENTRY

All
Rephrase
CoT
Gradual

2429
461
1286
652

2186
408
1234
514

90.00%
88.50%
95.96%
78.83%

BBH

All
Rephrase
CoT
Gradual

2615
734
775
1091

2209
627
630
937

84.47%
85.42%
81.29%
85.88%

Table 2: Manual validation and filtering of automatic
instruction paraphrases generated for LMENTRY and
BBH, showing percentages of valid paraphrases.

reduce noise. Then, in Section 4.2, we statistically
analyze the performance of various LLMs against
these instruction templates and quantify the varia-
tion in model performance and ranking.

4.1 Paraphrasing Instruction Templates

We use three prompting methods which were found
useful in previous work: (1) instruction template
rephrasing: asking an LLM to rephrase a seed
prompt (Lester et al., 2021; Gonen et al., 2022;
Honovich et al., 2022a); (2) Chain-of-Thought
prompting (Wei et al., 2022): we provided the
model with a sequence of steps in which the model
is asked first to produce a task description, and
then to generate various instruction templates for
the task; and (3) Gradual template generation: in-
spired by Honovich et al. (2022b), we split the
COT approach into three LLM calls. The first for
generating a task description from a seed instruc-
tion template, the second for generating instruction
provided by input-output examples, and the third
for processing the instruction and examples into an
instruction template. See more details about these
approaches in the Appendix.

We use the original instruction templates for
each of our tasks to seed these three generation
methods, resulting on average in more than 200
automatically-generated instruction template para-
phrases for each of our tasks (see Table 2). We
make this collection, as well as the code used to
generate it, publicly available for reproducibility
and to enable future work.

Manual validation and filtering of automatic
instruction paraphrases. We manually verify
and filter all of the automatically generated para-
phrases.We found that 90% of the generated para-
phrases created for LMENTRY were correct, and
roughly 84% of the paraphrases for BBH were cor-
rect. See Table 2 for a fine-grained distribution

across the different generation metrics. On average,
this process yields more than 175 validated instruc-
tion paraphrases per task across LMENTRY and
BBH, which we will subsequently use to quantify
peformance variability due to instruction template
paraphrasing.

4.2 Quantifying Performance Variance due to
Instruction Paraphrasing

We leverage the collection of validated instruction
paraphrases to show that model performance varies
widely on different instruction templates, both at
the individual model performance, as well as in rel-
ative model ranking. As we argue below, our main
finding is that the common approach of evaluating
against a single instruction template is inconsistent
and unstable, leading to contradicting results.

Instance sampling and prompt construction.
Evaluating LLMs can become prohibitively expen-
sive with the increase of the number of samples,
datasets, models, and instruction templates (Per-
litz et al., 2023). We focus on a large number of
tasks, models, and instruction paraphrases. Hence,
to make our evaluation feasible, this comes at the
expense of the number of samples per task. Con-
cretely, we evaluate each instruction template on
a randomly selected subset of 100 task samples.
Furthermore, we found that all models struggle on
BBH, beyond the point of meaningful compari-
son. To address this, we evaluate 11 out of the
16 models on it (the bigger ones in terms of num-
ber of parameters), and we add an example of the
prediction format to all instruction template para-
phrases. Examining the effect of few-shot learning
is beyond the scope of this paper, however, Sclar
et al. (2023) recently observed similar performance
sensibility when introducing varying number of
in-context examples.

Using a single-instruction template leads to
brittle ranking. We compute Kendall’s W :
Nm×n 7→ [0, 1] (Kendall and Smith, 1939), a non-
parametric statistic which measures the ranking cor-
relation between m judges (instruction templates,
in our case) ranking n objects (LLMs, in our case)
by calculating the squared deviation between the
sum of ranks of different judges (Ri =

∑m
j=1 rij)

and their mean value:

W =
12

∑n
i=1(Ri − R̄)2

m2(n3 − n)

Kendall’s W would be 1 for all tasks if model



Figure 2: Model performance and ranking induced by pairs of instruction templates that exhibit the minimal
Kendall τ correlation on three different tasks (one for each benchmark). Models are consistently ordered across
graphs to ease comparison of the ranking changes between each template pair.

ranking were the same among all instruction tem-
plates (in other words, they are interchangeable for
the sake of evaluation). In contrast, the more W
approaches 0, the lesser the rankings induced by
different instructions agree.

The results (Table 3) demonstrate that a single
instruction template leads to unreliable rankings
for many of the tasks, with 10 of the tasks exhibit-
ing only slight to moderate ranking agreement, and
only two exhibiting strong agreement. To com-
plement the analysis, we performed Friedman test
with tied data (Corder and Foreman, 2011), show-
ing that different instructions lead to statistically
significant differences in performance for 21 out of
the 25 tasks.

Examples of differences in model ranking. We
illustrate the implications of such differences in
Figure 2. The three instruction template pairs are
valid paraphrases, yet they lead to vastly different
results. For example, T0pp ranks first on the BBH
task using the first instruction template and only 9th
using the second template. Similarly, Alpaca-13B
and Alpaca-7B are in the top performing models
on the LMENTRY task using the second instruction
template, while they rank last in the first template.

We quantify the difference between two rank-
ings with Kendall’s τ : Nn ×Nn 7→ [−1, 1], which
estimates the agreement between two specific in-

struction templates which induce rankings R1, R2

over n LLMs, formally defined as (Kendall, 1945):

τb =
P −Q√

(P +Q+ T ) · (P +Q+ U)

Where P is the number of concordant pairs, Q is
the number of discordant pairs, T is the number of
ties in the first ranking, and U is the number of ties
in the second ranking. Therefore, τ > 0 indicates
that most pairs are concordant (with τ = 1 indicat-
ing perfect agreement), and τ < 0 indicates that
most pairs are discordant (with τ = −1 indicating
perfect disagreement).

Appendix A.4 presents examples of pairs of
instruction templates that exhibit the minimal
Kendall τ correlation per task (i.e., their ranking
is most dissimilar). Overall, 15 tasks have instruc-
tion template paraphrases with negative Kendall’s
τ , indicating mostly disagreeing LLM rankings.

Absolute model performance varies widely on
single-instruction templates. Aside from vastly
different relative model rankings, instruction tem-
plate paraphrases often result in varying absolute
model performances. To quantify this variance, we
calculated divergence, defined as the number of
standard deviations by which the performance, as
assessed using the original instruction templates,



Tasks Kendall’s W Friedman p
LMENTRY

not containing .271 (weak) 0.0*
word before .367 (weak) 0.0*
first alphabet .436 (weak) 0.0*
less letters .485 (weak) 0.0*
rhyming word .496 (weak) 0.0*
ends with word .518 (weak) 0.0*
homophones .518 (weak) 0.0*
all words .522 (weak) 0.0*
any words .527 (weak) 0.0*
more letters .540 (weak) 0.0*

BIG-bench Hard
recommendations .628 (medium) .897
formal fallacies .704 (medium) 5.6E-13
geometric shapes .710 (medium) .167
hyperbaton .730 (medium) 1.0E-4
logical deduction 3 .740 (medium) 4.9E-16
disambiguation qa .764 (medium) 2.1E-17
ruin names .776 (medium) .366
logical deduction 7 .778 (medium) 1.4E-13
translation error .800 (medium) 6.9E-9
logical deduction 5 .818 (medium) 3.0E-9
snarks .823 (medium) .604
penguins in a table .830 (medium) 7.3E-15
navigate .838 (medium) 5.6E-10
causal judgement .851 (strong) 4.9E-7
sports .873 (strong) 8.0E-13

Table 3: Kendall’s W ∈ [0, 1] values for all tasks
sorted in ascending order. The smaller the value of
W the more that the ranking on different prompts is
de-correlated. Most W are smaller than 0.85, indicat-
ing weak to moderate agreement. The p-values from
Friedman test indicate significant differences between
rankings of models when using different prompts. ∗p-
values of 0.0 represent statistical significance levels that
are smaller than 1E-50.

Figure 3: Model and task performance divergence,
showing for each task in LMENTRY the number of stan-
dard deviations by which the performance of each model
on the original instruction templates deviates from the
averaged model performance. Dark red cells indicate
substantial divergence values exceeding one standard
deviation.

deviates from the model’s average performance
over all paraphrases.

The results in Figure 3 reveal noticeable diver-
gence for the LMENTRY benchmark, defined as
surpassing one standard deviation (Kazmier et al.,
2003). For instance, the performance of the Alpaca-
13B with the original instruction templates outper-
formed its average performance by more than one
standard deviation in 7 out of the 10 LMENTRY

tasks. For lack of space, the figure does not de-
pict the BBH benchmark, but similar patterns of
divergence were observed there as well.

In line with Lou et al. (2023), we find that major
differences in performance can occur even for very
similar paraphrase pairs. For example, the Flan-T5-
large model demonstrated an average performance
degradation of 28% when changing the word ‘ex-
cludes’ to ‘lacks’, while the Flan-T5-XL model
showed an average performance improvement of
46% on that same edit. See a comprehensive edit
distance comparison in Appendix A.5.

4.3 LLMs are also Sensitive to Manual
Paraphrases

It is possible that the inconsistencies observed in
our analyses stem from our automatic paraphrases.
To address this, we extended our analysis with in-
struction paraphrases which were recently written
by Sun et al. (2023) for the BBL tasks (see Table 6).
These provide between 7 and 12 instruction tem-
plates per task. While originally annotated to ex-
amine overall model degradation on human written
instructions, we reuse Sun et al. (2023)’s annota-
tions to examine the change in model rankings and
absolute performance.

Our analysis revealed similar inconsistencies as
observed with automated paraphrases. See Table 13
in the Appendix for the Kendall’s W values for all
BBL tasks, and Table 11 for examples of pairs
of instruction templates that exhibit the minimal
Kendall τ correlations.

5 Different Use Cases Merit Different
Metrics

So far we have shown that LLM performance is
greatly affected by paraphrasing of instruction tem-
plates. This calls into question current evaluation
practices, which typically rely on LLM perfor-
mance on a single instruction template. In this
section we explore ways to evaluate LLMs using a
diverse set of instruction templates.



Most importantly, we argue that the answer
should depend on the purpose of the evaluation,
and that different extrinsic needs should lead to
different evaluation metrics, rather than striving
for a coarse catch-all metric. We introduce a set
of metrics, each tailored to specific scenarios and
realistic user needs.

Notations. In the following, M is a pretrained
LLM, T = {(xi, yi)} denotes an evaluation dataset
for M , IT is a set of natural language task instruc-
tion paraphrases for T (e.g., obtained via automatic
paraphrasing), and ε(M,T, i) ∈ [0, 1] denotes the
aggregated performance of M on samples from T ,
using a single instruction template i ∈ IT accord-
ing to a standard metric, e.g., accuracy or F1.

5.1 Maximum Performance Metric – For
Particular Downstream Applications

We define the maximum performance (MaxP) of
a model M on task T to be the maximum individ-
ual instruction template performance this model
achieves across all instruction templates:

MaxP (M,T, IT ) = max
i∈IT

ε(M,T, i)

Use case: This metric is useful for developers
aiming to integrate an LLM into a specific down-
stream task and domain (for example, sentiment
analysis in the news domain). In such cases, a
user input is often embedded within a fixed instruc-
tion template. As such, it makes sense to find the
best-performing instruction template for a given
model (Wei et al., 2021). To mitigate overfitting, it
is sensible to identify it using a held-out sample.

5.2 Average Performance Metric – For LLM
Developers

We define the average performance (AvgP) of a
model M on task T as the mean of the individual
instruction template performances over all instruc-
tion templates for the task:

AvgP (M,T, IT ) =
1

|IT |
·
∑
i∈IT

ε(M,T, i)

Use case: Average prompt performance is use-
ful for assessing model robustness to paraphrases.
We believe this should be standard practice for
LLM developers when presenting the performance
of a new LLM on a range of tasks and prompt
paraphrases (Workshop et al., 2022), as it mitigates
outliers in performance.

Benchmark MaxP AvgP Combined

LMENTRY .963 .978 .948
BBH .991 .983 .966

Table 4: Averaged Kendall’s Tau values comparing rank-
ings before and after filtering incorrect paraphrases for
each metric across all tasks (excluding “ends with word”
for LMENTRY).

5.3 Combined Performance Score

In the same way the F1 score combines precision
and recall into a single metric, we propose a Com-
bined Performance Score (CPS) that unites the max-
imum and average performance metrics to capture
both peak capability and consistency of the model
across prompts. To define CPS, we first introduce
a model saturation score:

Sat(M,T, IT ) = 1− (MaxP −AvgP )

This score measures how closely the model’s best
performance aligns with its average performance.
A high saturation score indicates that the model’s
performance does not drop significantly for non-
optimal instructions. Then, the CPS is calculated
as the product of the model’s best performance
(MaxP ) and its saturation (Sat):

CPS(M,T, IT ) = Sat ·MaxP

Use case: This metric is valuable for selecting a
model for a suite of applications or a platform offer-
ing diverse tasks. For instance, when integrating an
LLM into an application with user-visible prompts,
such as a multi-functional chatbot, it is crucial for
the model to be both effective (high MaxP ) and
consistent (high Sat). CPS facilitates identifying
models that strike a balance between top-tier per-
formance and consistent reliability across varying
instruction templates.

6 Multi-Prompt Evaluation

In Figure 4 we evaluate all our 16 models according
to the metrics we proposed in the previous section,
on sample tasks from each of the three benchmarks
(full results for all tasks are available in our reposi-
tory). We report several interesting observations.

First, we find that all aggregate metrics diverge
from the performance on the original instruction
templates. For the vast majority of the tasks in
our study, the top three models determined by the



Figure 4: The performance of various models according
to the metrics proposed in Section 4, evaluated on sam-
ple tasks from each of the three benchmarks. The name
of the metric appears below each group of columns;
height of a column represents value in that specific met-
ric. The order of the columns (i.e., models) between
groups is fixed, set according to decreasing performance
on the original instruction templates.

Figure 5: Percentage of correct paraphrases with accu-
racy higher than 5% in T5 models (blue) vs. LLaMA
models (purple) on LMENTRY tasks.

original instruction templates were different from
those which ranked first according to the average
and maximum metrics.

More broadly, the rankings of models depend on
the metric used. For instance, see Figure 4 (top): In
LMENTRY’s rhyming word task, Falcon-Instruct-
7b and Vicuna-13b rank first according to MaxP
(0.74, gray and yellow bars), but their average per-
formances AvgP are only 0.17 and 0.15, respec-
tively. Similarly, across all tasks in the LMENTRY

benchmark, LLaMA-based models were compet-
itive with T5-based models in terms of MaxP .
However, in terms of AvgP , they tended to lag be-
hind, due to extremely poor performance on a large

number of paraphrases (see Figure 5 for percentage
of paraphrases that achieved over 5% accuracy).

Finally, we found that noise stemming from au-
tomatic paraphrase generation has virtually no im-
pact on metric-based model rankings. We compute
Kendall’s τ to compare model rankings before and
after the manual removal of incorrect paraphrases.
The results (Table 4) show near-perfect to perfect
agreement in rankings across all tasks, except for
the “ends with word” task in LMENTRY. Upon ex-
amination, this seems to be mostly due to an error
in LMENTRY’s evaluation script. These results sug-
gest that it may be enough to compute our metrics
over range of automatically-generated paraphrases,
without having to manually verify them.

7 Small-Scale Evaluation of OpenAI
Models on Prompt Paraphrasing

In this section we perform a small-scale evalua-
tion showing that API LLMs are also sensitive to
instruction paraphrasing. Our evaluation focuses
on four OpenAI models: davinci, text-davinci-
002, text-davinci-003, and GPT-3.5-Turbo on the
LMENTRY benchmark.

Due to budget constraints, we show that the per-
formance of these models diverges significantly
between the benchmark’s original instruction tem-
plates and a selection of paraphrases, in terms of
both average and maximum metrics.

Estimating average performance. To estimate
the average performance of OpenAI models on a
specific task, we adopted a randomized approach.
For each task sample, we randomly selected a
paraphrase from our collection, and evaluated the
model’s response, scoring the entire set of task sam-
ples. To approximate average performance, this
experiment was repeated 20 times, determined by
the data from our 16 open-source models.

Estimating maximal performance. To estimate
which of the roughly 175 instruction templates per
task performs the best for each model, we imple-
mented a simple greedy search. Initially, we eval-
uated all paraphrases on 10 task instances, then
narrowed down to the top 100 instruction templates
for another 10 instances. Finally, the top 10 instruc-
tion templates were evaluated on the remaining
instances, and the template that performed the best
was chosen to estimate the maximum performance.



Figure 6: Comparison of the maximum performance
of four OpenAI models using original prompts (in solid
colors) vs. all prompt paraphrases (semi-transparent).
Each group of columns corresponds to a different task
in the LMENTRY benchmark.

7.1 Results

Below we summarize the results of our evaluation
of OpenAI models. The full details appear in Ta-
bles 21, 22, 23, and 24 and in our repository.1

OpenAI models are also sensitive to minor
prompt variations. Minor changes in the phras-
ing of the instruction can lead to drastic perfor-
mance changes for the OpenAI models in our ex-
periment, similar to our findings in Section 4.2 with
smaller-scale LLMs. See representative examples
in Table 5, showing nearly identical instruction
template pairs resulting in notable variations in per-
formance.

Average multi-prompt performance is lower
than that observed in the original benchmark
instructions. In 72.5% of the cases, the perfor-
mance of the original instruction templates was
higher than the estimated average across all para-
phrases. A prominent difference was observed par-
ticularly in the davinci model. For this model, the
original prompts added, on average, 21 more ac-
curacy points compared to the estimated average
across all paraphrases.

Original prompt performances fall below all
paraphrases’ estimated maximum performance.
Figure 6 depicts maximum performance of the orig-
inal instructions for four LMENTRY tasks in solid
colors, with overlaid semi-transparent columns in-
dicating the estimated maximum performance on
all paraphrases. Notably, for text-davinci-002, we
found paraphrases that improved its maximal ac-
curacy performance above 90% for 8 out of 10
tasks. Across all four models, 26 out of 40 differ-
ences were statistically significant according to the

McNemar test (Table 25).

Model rankings diverge between the differ-
ent metrics and original instruction templates.
Similarly to our main evaluation, there were many
mismatches between ranking on the original in-
struction templates and our metrics. Agreement
was observed in only 5 out of 10 tasks for the
average metric, and in 4 out of 10 tasks for the
maximum metric.

8 Related Work

Our work is part of an emerging trend highlight-
ing the many challenges standing in the way of
meaningful, scalable, and reproducible evaluation
of large language models.

Perlitz et al. (2023) focus on the rising cost of
exhaustive evaluation of LLMs on large number
of samples. They notice that as models become
larger, the cost of running them at scale can be-
come prohibitively expensive, even during infer-
ence. To help mitigate this problem, they develop
methods for choosing subsets of the test data which
are expected to be a good representative of the
whole. We find that single prompt evaluation is
not a good representative of LLMs average per-
formance, and instead suggest evaluating on many
instruction templates per sample, which further in-
creases the evaluation cost. An interesting avenue
for future work can extend Perlitz et al. (2023)’s
approach to also include various instruction tem-
plates, thus efficiently approximating our suggested
evaluation methods.

Sclar et al. (2023) show that LLMs are sensi-
tive to prompt formatting. These are minor prompt
design choices, such as the addition or omission
of punctuation marks. They create a large pool of
instruction paraphrases, ensuring that paraphrases
maintain the meaning of the original prompt. We
notice a similar phenomenon, albeit more anecdo-
tally, when our automatic paraphrasing techniques
incidentally produce minor changes in formatting
(Table 5). Finally, Voronov et al. (2024) shows that
LLMs are sensitive to how in-context examples
are presented and formatted. For example, they
vary the manner in which each input-output is sep-
arated, and test how such choices interact with the
phrasing of the instruction template, the number of
demonstrations, or the model size.

Our work distinguishes itself as the first to sys-
tematically explore the impact of a broad spectrum
of prompt paraphrases across various benchmarks



Change Model P1 Acc. P2 Acc. Diff.
{...} –> “{...}” td002 Which word has a greater number of let-

ters, {word1} or {word2}?
.50 Which word has a greater number of let-

ters, “{word1}” or “{word2}”?
.23 -0.27

td002 Which of the words {word1} and {word2}
is alphabetically first?

.54 Which of the words “{word1}” and
“{word2}” is alphabetically first?

.77 +0.23

td003 Which word has a greater number of let-
ters, {word1} or {word2}?

.60 Which word has a greater number of let-
ters, “{word1}” or “{word2}”?

.14 -0.46

td003 Compare the length of {word1} and
{word2} and tell me which one is shorter.

.39 Compare the length of “{word1}” and
“{word2}” and tell me which one is
shorter.

.73 +0.34

cgpt Which word has a greater number of let-
ters, {word1} or {word2}?

.55 Which word has a greater number of let-
ters, “{word1}” or “{word2}”?

.24 -0.31

cgpt Compare the length of {word1} and
{word2}. Which one is longer?

.04 Compare the length of “{word1}” and
“{word2}”. Which one is longer?

.70 +0.66

‘,’ –> ‘:’ td002 Which word is a rhyme for “{query}”,
“{word1}” or “{word2}”?

.08 Which word is a rhyme for “{query}”:
“{word1}” or “{word2}”?

.85 +0.77

td003 Which word is a rhyme for “{query}”,
“{word1}” or “{word2}”?

.48 Which word is a rhyme for “{query}”:
“{word1}” or “{word2}”?

.90 +0.42

‘,’ –> ‘-’ td002 Which word rhymes with “{query}”,
“{word1}” or “{word2}”?

.06 Which word rhymes with “{query}” -
“{word1}” or “{word2}”?

.73 +0.67

td003 Which word rhymes with “{query}”,
“{word1}” or “{word2}”?

.17 Which word rhymes with “{query}” -
“{word1}” or “{word2}”?

.60 +0.43

the –> a td002 What is the word that rhymes with
“{query}” - “{word1}” or “{word2}”?

.03 What is a word that rhymes with
“{query}” - “{word1}” or “{word2}”?

.78 +0.75

which –> what td002 Which word rhymes with “{query}” -
“{word1}” or “{word2}”?

.73 What word rhymes with “{query}” -
“{word1}” or “{word2}”?

.82 +0.09

td003 Which word rhymes with “{query}” -
“{word1}” or “{word2}”?

.60 What word rhymes with “{query}” -
“{word1}” or “{word2}”?

.15 -0.45

word –> term td002 Create a word that excludes the letter
“{letter}”.

.54 Create a term that excludes the letter
“{letter}”.

.04 -0.50

td003 Create a word that excludes the letter
“{letter}”.

.96 Create a term that excludes the letter
“{letter}”.

.58 -0.38

cgpt Create a word that excludes the letter
“{letter}”.

.81 Create a term that excludes the letter
“{letter}”.

.42 -0.39

Table 5: Minimal distance paraphrase pairs from LMENTRY with large performance differences in OpenAI models.

and tasks on multiple models, coupled with a statis-
tical analysis of the absolute and relative variations
in evaluations. Furthermore, we introduce a suite
of metrics specifically designed to align with the
practical applications of large language models.

9 Conclusions

Our research highlights the sensitivity of large
language models (LLMs) to prompt paraphrasing,
challenging the adequacy of single-prompt evalu-
ations. We propose alternative evaluation metrics
that use a diverse set of instruction templates for
each task, designed for more robust and meaning-
ful LLM evaluation. For example, LLM developers
may be interested in measuring the robustness of
performance across multiple prompts, which we
propose to evaluate as the average across a large
collection of prompts. In contrast, when develop-
ing a downstream model, different models should
be compared according to their corresponding top-
performing prompt.

Evaluating based on these metrics underscores
the necessity for nuanced evaluation methods, re-
vealing notable differences in absolute performance
and relative model rankings compared to traditional
evaluations. We hope that our work will help spur
more consistency and comparability in LLM evalu-
ation which is strongly coupled to real-world LLM
uses. We believe this shift is crucial for accurately
understanding and leveraging the true capabilities
of LLMs.
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A Appendix

A.1 Tasks - Additional Details

Table 6 presents an overview of the 39 tasks from
the 3 benchmarks discussed in this paper: LMEN-
TRY, BIG-bench Lite, and BIG-bench Hard. These
benchmarks include 10, 14, and 15 tasks from each,
respectively. The table also provides an example
task instruction for each task.

A.2 Process of Generating Prompt
Paraphrases

Our process for generating paraphrases of instruc-
tion templates is depicted with an example in Fig-
ure 7.

A.3 Paraphrases Correctness

Tables 7 and 8 present the percentages of correct
paraphrases that were generated by the 3 prompt-
generating methods presented in the paper for
LMENTRY and BBH. The tables also depict the
average model accuracy and standard deviations as
measured for only the correct paraphrases across
all LLMs. The correct paraphrases were identi-
fied by one of the authors of this paper. Table 14
presents the Kendall τ values before and after the
removal of incorrect paraphrases. The agreement
in the ranking of models is near-perfect to perfect
in both LMENTRY and BBH benchmarks.

A.4 Comparing Different Instruction
Templates with Kendall’s τ Rank
Disagreements

Tables 9 , 11, and 10 present the Kendall τ values
of representative examples from all benchmarks
with Kendall τ values that are significantly differ-
ent from 0. i.e., notable variations in rankings of
models for two paraphrases of the same task in-
struction.

A.5 Model Performance Differences with
Minimal Paraphrasing Edit Distance

Figure 8 depicts the average performance differ-
ences between various LLMs when small edits are
made to the instruction templates.

In addition, Table 12 shows representative exam-
ples of instruction template pairs with very minor
differences but notable variations in performance.

A.6 BBL Analysis

This subsection consists of an additional analy-
sis of the BBL benchmark that was not detailed

in the main body of the paper. Table 3 presents
the Kendall’s W values and the Friedman test p-
values that demonstrate a low correlation between
the ranks of the models for different instruction
templates and reveal similar inconsistencies as ob-
served with automated paraphrases in other bench-
marks. Figure 10 shows the deviation of the orig-
inal instruction template from the average perfor-
mance calculated over the generated instruction
templates of several models for all of the BBL
tasks.

A.7 Average Model Ranks for Each Metric
Across All Tasks

Tables 15, 16 present the average model ranks for
each metric across all tasks in LMENTRY and BBH
respectively. Flan-T5-XXL emerges as the top per-
former for all metrics in both benchmarks. Mino-
taur is at the bottom of the performance spectrum
across all evaluated models in BBH.

A.8 Analysis of Origin Generation Method of
Optimal Paraphrases

Our analyses for the origin of the optimal para-
phrases used by each model, are summarized in
Tables 17, 18. The gradual method surfaced as
the dominant source of optimal paraphrases across
both benchmarks, particularly pronounced in the
LMENTRY benchmark. However, a closer look at
individual models revealed a pattern of preference
for different generation methods.

A.9 Small Scale Evaluation - OpenAI
This subsection contains all the tables referenced in
Section 7. Table 19 and Table 20 are related to our
naive heuristics for estimating average and maxi-
mum performance, respectively. Table 19 presents
the average number of repetitions needed for our
heuristic to estimate the average performance, en-
suring less than a 1-point accuracy discrepancy
from the actual average for each open-source model
across all tasks in the LMENTRY benchmark. Ta-
ble 20 compiles results from our greedy heuristic
that searches for the optimal paraphrases for each
open-source model on each LMENTRY task.

Table 21 and Table 23 aggregate the average
and maximum performances for each model and
task using only the original instruction templates.
Similarly, Table 22 and Table 24 present the ap-
proximated average and maximum performances,
computed with our heuristics, for each model and
task using all paraphrased templates.



Figure 7: Our process for automatically generating paraphrases of instruction templates, using the ’snarks’ task
from the BBH benchmark as an example. We input task information from the benchmark, including basic details,
the original instruction template, and a few-shot exemplar, into various meta-prompts tailored to different generation
methods (prompt rephrasing, CoT prompting, or gradual generation). Then, we feed these meta-prompts into
gpt-3.5-turbo to create new instruction templates for the given task. Notably, in the gradual generation method,
gpt-3.5-turbo is utilized twice: initially to generate a detailed task description, and subsequently to derive a new
instruction template from it.



Benchmark & Task Instruction Template

LMENTRY
all words from category Q: Are all the words {words} types of {category}? Answer either “yes” or “no”. A:
any words from category Q: Does the list [{words}] contain any {category}? Answer either “yes” or “no”. A:
ends with word Write a sentence that ends with the word “{word}”:
first alphabetically Q: In an alphabetical order, which word comes first, “{word1}” or “{word2}”? A:
homophones Q: Which word sounds like the word “{query}”, “{word1}” or “{word2}”? A:
less letters Q: Which word is shorter, “{word1}” or “{word2}”? A:
more letters Q: Which word has more letters, “{word1}” or “{word2}”? A:
rhyming word Q: Which is a rhyme of the word “{query}”, “{word1}” or “{word2}”? A:
word before Q: Which word comes right before “{word}” in the sentence “{sentence}”? A:
word not containing Write a word that doesn’t contain the letter “{letter}”:

BIG-bench Lite
bbq lite {input} option: {option1} option: {option2} option: {option3} Answer:
code line description Python code: {input} choice: {option1} choice: {option2} choice: {option3} choice:

{option4}
English language description:

conceptual combinations {input} option: {option1} option: {option2} option: {option3} option: {option4}
Answer:

hindu knowledge Q: {input} choice: {option1} choice: {option2} choice: {option3} choice:
{option4} A:

known unknown {input} choice: {option1} choice: {option2}
language identification Given a sentence, select the correct language among the choices Sentence: {input}

choice: {option1} choice: {option2} choice: {option3} choice: {option4} ... Lan-
guage:

logic grid puzzle {input} Answer:
logical deduction The following paragraphs each describe a set of three objects arranged in a fixed order.

The statements are logically consistent within each paragraph.
{input}

novel concepts Let’s do some find-the-common-concept problems. In these problems, your goal is to
identify the underlying concept or theme that relates the things listed. Make sure to
answer carefully. {input} Answer:

play dialog The following transcripts of dialogues have been taken from Shakespeare plays, but the
transcripts do not say who said what. Your task is to identify whether the sentences in
question were spoken by the same or different people. Dialogue: {input} Answer:

strange stories Context: {input} choice: {option1} choice: {option2} choice: {option3} choice:
{option4} A:

strategic qa Q: {input} A:
vitaminc fact verification Based only on the information contained in a brief quote from Wikipedia, answer whether

the related claim is True, False or Neither. Use Neither when the Wikipedia quote does
not provide the necessary information to resolve the question.
Passage: {input}
True, False, or Neither?

winowhy Please answer the following questions about which words certain pronouns refer to.
{input} The above reasoning is

BIG-bench Hard
causal judgement How would a typical person answer each of the following questions about causation?
disambiguation qa In the following sentences, explain the antecedent of the pronoun (which thing the

pronoun refers to), or state that it is ambiguous.
formal fallacies Is the argument, given the explicitly stated premises, deductively valid or invalid?
geometric shapes This SVG path element {svg_path_element} draws a Options: {options}
hyperbaton Which sentence has the correct adjective order:
logical deduction five objects QThe following paragraphs each describe a set of five objects arranged in a fixed order.

The statements are logically consistent within each paragraph.
logical deduction seven objects The following paragraphs each describe a set of seven objects arranged in a fixed order.

The statements are logically consistent within each paragraph
logical deduction three objects The following paragraphs each describe a set of three objects arranged in a fixed order.

The statements are logically consistent within each paragraph.
movie recommendation Find a movie similar to {movie_list}
navigate If you follow these instructions, do you return to the starting point?
penguins in a table Here is a table where the first line is a header and each subsequent line is a penguin:

name, age, height (cm), weight (kg) {question}
ruin names Q: Which of the following is a humorous edit of this artist or movie name:

’{artist_or_movie_name}’?
salient translation error detection The following translations from German to English contain a particular error. That error

will be one of the following types: . . . Please identify that error.
snarks Which statement is sarcastic?
sports understanding Q: Is the following sentence plausible?

Table 6: The 39 tasks used in this paper, along with the benchmarks from which they were taken and an example task instruction.



Benchmark & Task Method #Auto
Paraphrases

#Correct
Paraphrases

Correct
Ratio (%)

Model
Accuracy
(Avg.)

Model
Accuracy
(Std.)

all words from category
All
Rephrase
CoT
Gradual

258
48
133
74

227
39
131
54

87.98%
81.25%
98.50%
72.97%

.519

.483

.494

.604

.074

.035

.065

.048

any words from category
All
Rephrase
CoT
Gradual

259
48
135
72

233
44
134
52

89.96%
91.67%
99.26%
71.23%

.443

.451

.438

.444

.083

.043

.034

.160

ends with word
All
Rephrase
CoT
Gradual

226
47
129
47

210
39
126
42

92.92%
82.98%
97.67%
89.36%

.131

.130

.138

.112

.024

.022

.019

.027

first alphabetically
All
Rephrase
CoT
Gradual

233
47
121
62

198
38
117
40

84.98%
80.85%
96.69%
64.52%

.326

.293

.315

.381

.079

.080

.076

.053

homophones
All
Rephrase
CoT
Gradual

264
48
140
73

234
43
128
60

88.64%
89.58%
91.43%
82.19%

.252

.214

.246

.292

.057

.023

.037

.081

less letters
All
Rephrase
CoT
Gradual

240
42
126
69

207
40
119
45

86.25%
95.24%
94.44%
65.22%

.338

.316

.319

.397

.078

.061

.068

.074

more letters
All
Rephrase
CoT
Gradual

237
45
127
62

210
42
123
42

88.61%
93.33%
96.85%
67.74%

.374

.349

.359

.431

.081

.059

.075

.078

rhyming word
All
Rephrase
CoT
Gradual

245
47
125
70

219
37
115
64

89.39%
78.72%
92.00%
91.43%

.234

.189

.198

.325

.079

.038

.049

.067

word before
All
Rephrase
CoT
Gradual

233
41
125
64

225
39
119
64

96.57%
95.12%
95.20%
100.0%

.123

.088

.098

.195

.049

.009

.012

.032

word not containing
All
Rephrase
CoT
Gradual

234
48
125
58

223
47
122
51

95.30%
97.92%
97.60%
87.93%

.222

.177

.190

.337

.094

.059

.043

.115

all tasks
All
Rephrase
CoT
Gradual

2429
461
1286
652

2186
408
1234
514

90.00%
88.50%
95.96%
78.83%

.296

.269

.279

.351

.070

.043

.048

.074

Table 7: The distribution of correct paraphrases for each generation method across all tasks in LMENTRY.

Table 25 contains the McNemar test p-values
we used to assess the statistical significance of
the differences in maximum performance between
the original best prompt and the estimated optimal
prompt.



Benchmark & Task Method #Auto
Paraphrases

#Correct
Paraphrases

Correct
Ratio (%)

Model
Accuracy
(Avg.)

Model
Accuracy
(Std.)

causal judgement
All
Rephrase
CoT
Gradual

187
50
60
76

153
31
55
66

81.82%
62.00%
91.67%
86.84%

.477

.469

.452

.502

.034

.024

.023

.028

disambiguation qa
All
Rephrase
CoT
Gradual

188
50
60
77

177
50
50
76

94.15%
100.0%
83.33%
98.70%

.412

.403

.357

.455

.049

.031

.022

.029

formal fallacies
All
Rephrase
CoT
Gradual

184
50
56
77

130
19
51
59

70.65%
38.00%
91.07%
76.62%

.308

.326

.294

.313

.026

.027

.015

.027

geometric shapes
All
Rephrase
CoT
Gradual

178
50
55
72

171
50
53
67

96.07%
100.0%
96.36%
93.06%

.163

.175

.153

.163

.020

.015

.019

.020

hyperbaton
All
Rephrase
CoT
Gradual

155
43
36
75

117
32
35
49

75.48%
74.42%
97.22%
65.33%

.466

.467

.438

.484

.035

.020

.030

.034

logical deduction five objects
All
Rephrase
CoT
Gradual

189
50
59
79

150
47
27
75

79.37%
94.00%
45.76%
94.94%

.262

.239

.243

.283

.027

.009

.026

.015

logical deduction seven objects
All
Rephrase
CoT
Gradual

186
50
60
75

145
41
31
72

77.96%
82.00%
51.67%
96.00%

.236

.215

.219

.257

.026

.009

.028

.016

logical deduction three objects
All
Rephrase
CoT
Gradual

187
50
60
76

147
47
27
72

78.61%
94.00%
45.00%
94.74%

.359

.329

.317

.394

.044

.023

.030

.028

movie recommendation
All
Rephrase
CoT
Gradual

180
47
57
75

164
47
50
66

91.11%
100.0%
87.72%
88.00%

.348

.371

.323

.351

.036

.011

.040

.032

navigate
All
Rephrase
CoT
Gradual

170
50
54
65

152
50
54
47

89.41%
100.0%
100.0%
72.31%

.386

.374

.388

.396

.019

.013

.021

.017

penguins in a table
All
Rephrase
CoT
Gradual

183
49
59
74

143
37
51
54

78.14%
75.51%
86.44%
72.97%

.243

.250

.215

.265

.026

.014

.007

.018

ruin names
All
Rephrase
CoT
Gradual

157
50
40
66

143
49
35
58

91.08%
98.00%
87.50%
87.88%

.254

.252

.250

.258

.016

.015

.019

.013

salient translation error detection
All
Rephrase
CoT
Gradual

136
47
25
63

128
46
25
56

94.12%
97.87%
100.0%
88.89%

.191

.185

.192

.196

.015

.011

.007

.019

snarks
All
Rephrase
CoT
Gradual

162
50
37
74

152
50
37
64

93.83%
100.0%
100.0%
86.49%

.405

.396

.410

.408

.025

.024

.030

.021

sports understanding
All
Rephrase
CoT
Gradual

173
48
57
67

137
31
49
56

79.19%
64.58%
85.96%
83.58%

.461

.469

.453

.463

.052

.051

.068

.035

all tasks
All
Rephrase
CoT
Gradual

2615
734
775
1091

2209
627
630
937

84.47%
85.42%
81.29%
85.88%

.331

.327

.314

.346

.035

.025

.030

.029

Table 8: The distribution of correct paraphrases for each generation method across all tasks in BBH.



Task Instruction Template #1 Instruction Template #2 τ

all words from category Can you confirm if the list [{words}]
consists solely of {category}? Please
respond with either "yes" or "no".

Determine whether all the words in a
given list belong to a specific category.
The category is represented by the key-
word {category}, and the list of words
is represented by the keyword {words}.
Answer the question with either ’yes’
or ’no’. Category: {category} Words:
{words} Output:

0.029

any words from category Is {category} represented by any of
these words {words}? Respond with
either ’yes’ or ’no’.

Given a list of words, determine if any of
them belong to a specific category. Re-
spond with either "yes" or "no". Words:
{words} Category: {category} Out-
put:

-0.200

ends with word Provide a sentence that finishes with the
term {word}.

Generate a sentence that ends with a spe-
cific word. Try to create a coherent sen-
tence that effectively uses the provided
word. Word: {word} Sentence:

-0.018

first alphabetically Which word comes first alphabetically,
“{word1}” or “{word2}”?

Please determine which of the two pro-
vided words is the first one alphabeti-
cally. The two words to be compared
are denoted by placeholders {word1}
and {word2}. Word 1: {word1} Word
2: {word2} Output: The first word al-
phabetically is

-0.095

homophones Can you tell me which word, {word1}
or {word2}, sounds like {query}?

Given two words, determine which one
is a homophone or sounds more like
a query word. Query word: {query}
Word 1: {word1} Word 2: {word2}
The word that sounds more like query
is:

0.087

less letters Which of {word1} and {word2} has
fewer letters?

Compare two words and determine
which one has fewer letters. The
words are represented by the keywords
{word1} and {word2}. Provide the
keyword of the word with fewer letters.
word1: {word1} word2: {word2} Out-
put keyword:

-0.128

more letters Please compare the length of “{word1}”
and “{word2}” and provide the longer
word.

Write a program that compares the
length of two words and determines
which one has more letters. Your pro-
gram should take two words as input and
output the word with more letters. Word
1: {word1} Word 2: {word2} Output:

-0.085

rhyming word What is a word that rhymes with
‘{query}’, ‘{word1}’ or ‘{word2}’?

Given a query word and two candidate
words, determine which candidate word
rhymes with the query word. Your re-
sponse should be the candidate word that
rhymes with the query word. Query
word: {query} Candidate word 1:
{word1} Candidate word 2: {word2}
Output word:

0.090

word before Locate the word that comes immediately
before ‘{word}’ in the given sentence
‘{sentence}’

Given a sentence and a target word,
identify the word that immediately pre-
cedes the target word in the sentence.
Sentence: {sentence} Target word:
{word} The word that comes right be-
fore {word} in the sentence is:

-0.099

word not containing Create a term that does not have the in-
clusion of the letter “{letter}”.

Write a word that does not contain the
letter “{letter}”. Letter: {letter} Out-
put word:

-0.010

Table 9: Kendall τ values of the disagreement between ranks on models from example paraphrases for each task in
LMENTRY.



Task Instruction Template #1 Instruction Template #2 τ

causal
judgement

You are required to give your opinion on the following ques-
tion about causation: {question}. You must select either
“yes” or “no”.

Given a scenario, determine whether a typical person would
attribute causality to a certain factor or not. Answer with
“yes” or “no”. Scenario: {question} Answer:

0.183

disambiguation
qa

Q: For the given sentence, identify the antecedent of the
ambiguous pronoun or state that it is ambiguous. Sentence:
{sentence} Choose the option that correctly identifies the
antecedent of the pronoun: {options} A:

Please clarify the meaning of the following sentence by se-
lecting the option that correctly identifies the antecedent
of the pronoun or state if it is ambiguous. Sentence:
{sentence} Options: {options} Output:

0.164

formal falla-
cies

Q: “Classify the argument as either a formal fallacy or de-
ducively valid. The explicitly stated premises are {input}.”
Options: - deductively valid - formal fallacy

Given a set of explicitly stated premises, determine whether
the argument is deductively valid or a formal fallacy. Re-
spond with “valid” or “invalid”. Premises and conclusion:
{input} Output:

-0.264

geometric
shapes

Q: Identify the name of the geometric shape represented
by the following SVG path element: {svg_path_element}.
Options: {options} A:

From the given options {options}, select the name of the ge-
ometric shape that is represented by {svg_path_element}.

-0.267

hyperbaton Order the adjectives correctly before a noun in English sen-
tences, following the pattern of “[1. opinion] [2. size] [3.
age] [4. shape] [5. color] [6. origin] [7. material] [8. pur-
pose] noun”. You will be presented with a multi-choice
format question asking which sentence has the correct adjec-
tive order, with options provided. Which of the following
sentences has the correct adjective order? {options}

Identify the sentence that has the correct order of adjectives
in English. Choose the sentence that has the correct order of
adjectives. Options: {options} Output:

0.019

logical de-
duction five
objects

In this logical deduction task named logical deduction five
objects, you will be given a set of paragraphs describing a
set of five objects arranged in a fixed order. The statements
are logically consistent within each paragraph. Your task
is to choose the correct option from the given options. The
options are {options}. The paragraph is {paragraph}.

Deduce the order of a sequence of five objects based on
given logical statements. You will be given a set of logi-
cal statements and multiple choices for the order of the ob-
jects. Choose the correct order based on the given statements.
Statements: {paragraph} Options: {options} Output:

0.264

logical
deduction
seven ob-
jects

Your task is to solve a logical deduction task which requires
you to deduce the order of a sequence of objects. The task
consists of a set of paragraphs, each describing a set of
seven objects arranged in a fixed order. The statements are
logically consistent within each paragraph. You will also be
provided with multiple options to choose from. The options
are represented by {options}. You should choose the correct
option based on the information provided in the paragraph,
which is represented by {paragraph}.

Deduce the order of a sequence of seven objects based on
given statements. Use the provided options to answer each
question. Statements: {paragraph} Options: {options}
Output:

0.133

logical
deduction
three ob-
jects

Deduce the order of a sequence of three objects based on
the logically consistent statements provided in the following
{paragraph}. Choose the correct order from the given
{options}.

Deduce the order of a sequence of three objects based on
given statements and choose the correct option among multi-
ple choices. Statements: {paragraph} Options: {options}
Output:

0.056

movie
recommen-
dation

Q: Can you suggest a movie similar to {movie_list}?
Please choose from the following options: {options} A:

Based on a list of movies, recommend a similar movie from a
set of options. Choose the option that best matches the given
list. List of movies: {movie_list} Options: {options}
Output:

-0.018

navigate Q: Would someone following {instructions} end up back
at the starting point? Options: - Yes - No A:

Classify whether a series of navigation instructions will lead
to the starting point or not. Provide either “yes” or “no” as
the output. Instructions: {instructions} Output:

0.294

penguins in
a table

Please answer the following question about the table of pen-
guins: {question} The table has a header and each subse-
quent line represents a penguin with attributes: name, age,
height (cm), weight (kg). {table_description} You can
choose from the following options: {options}

Given a table of penguins and their attributes, answer mul-
tiple choice questions about the penguins. The prompt will
include a description of the table and several options to
choose from. Table: {table_description} Question prompt:
{question} Options: {options} Output:

0.241

ruin names Which of the following options is a funny way to “ruin”
the name of {artist_or_movie_name}? Choose from the
following: {options}

Choose the option that best ’ruins’ the
{artist_or_movie_name}: Options: {options} An-
swer:

0.075

salient
translation
error detec-
tion

Q: Identify the type of error in the given English translation
of a German source sentence. The error will belong to one of
the following categories: Named Entities, Numerical Values,
Modifiers or Adjectives, Negation or Antonyms, Facts, or
Dropped Content. The source sentence is {source}, and
its translation is {translation}. From the options below,
select the category that best describes the error. Options:
{options}

Given an English translation of a German source sentence,
identify the type of error present in the translation. The
error can be one of the following types: Named Entities,
Numerical Values, Modifiers or Adjectives, Negation or
Antonyms, Facts, or Dropped Content. You must select
the correct answer from the given options in a multi-choice
format. German source sentence: {source} English transla-
tion: {translation} Options: {options}

0.389

snarks Determine which of two sentences is sarcastic. The format
is multi-choice and the prompt asks “which statement is
sarcastic?” with two options provided. The correct option
contains a taste of irony and satire. Options: {options}
Output:

Given a question asking which statement is sarcastic and
a list of options to choose from, determine which of the
options is the sarcastic one. Question: “which statement is
sarcastic?” Options: {options} Output:

0.22

sports un-
derstanding

Please classify the sentence “{sentence}” as either plausi-
ble or not plausible in the context of sports.

Is the following sentence plausible? {sentence} Answer
with either “yes” or “no”. Output:

-0.245

Table 10: Kendall τ values of the disagreement between ranks on models from example paraphrases for each task in BBH.



Task Instruction Template #1 Instruction Template #2 τ

bbq lite You are examined with your ability on social fairness by
answering questions that contain bias content including:
age, disability, gender, nationality, physical appearance,
race ethnicity, religion, social status, and sexual orienta-
tion. {question} Choose the most appropriate answer
from: A) {choiceA} B) {choiceB} C) {choiceC}.

We are running a test for social biases. We will give you
a question and a series of multiple-answers (A, B, C).
Please choose from among the answers.
Question: {question} A: {choiceA} B: {choiceB} C:
{choiceC}
Answer:

0.222

code line
description

If you are an experienced code reviewer, please
give an English language description of Python
code{question}. Which is the most suitable? A.
{choiceA} B. {choiceB} C. {choiceC} D. {choiceD}
Answer:

You are given a simple line of Python code {question}.
Try to find out its English equivalency from the follow-
ing short sentences: A) {choiceA}, B) {choiceB} C)
{choiceC}, D) {choiceD}. The equivalent sentence is:

0.333

conceptual
combina-
tions

You are a linguistic expert that knows most of the con-
cepts and combinations of words. Now, answer the
following question: {context} Question: {question}
(A) {choiceA} (B) {choiceB} (C) {choiceC} (D)
{choiceD} Your answer is:

Question: {question} The options are: A. {choiceA}
B. {choiceB} C. {choiceC} D. {choiceD} Here is a
context to help you answer the question: {context}.
Choose the best answer from “A”, “B”, “C”, “D”.

0.182

hindu
knowledge

In this task, you have to select the option that best
answers the question given your knowledge about
Hindu mythology. Question: {question} A. {choiceA}
B. {choiceB} C. {choiceC} D. {choiceD} Answer:
among A, B, C, and D, the best choice is

{question}
A: {choiceA} B: {choiceB} C: {choiceC} D:
{choiceD} With your expertise inhindu mythology, pro-
vide the correct answer:

0.444

known un-
known

Verify if the question is unknown, choose your an-
swer from options: Question: {question} Options: A:
{choiceA} B: {choiceB} Answer:

Question: {question} To avoid hallucination, if the an-
swer to this question is unknown, output “B”, otherwise
output “A”

-0.029

language
identifica-
tion

Please read the following sentence, then choose from the
options which language you think it most likely came
from. Your answer should be “A”, “B”, “C”, “D”, “E”,
“F”, “G”, “H”, “I”, “J”, or “K” Sentence: {question}
Options: A: {choiceA} B: {choiceB} C: {choiceC}
D: {choiceD} E: {choiceE} F: {choiceF} G:
{choiceG} H: {choiceH} I: {choiceI} J: {choiceJ}
K: {choiceK} Answer:

Please give the language used in the following sentence.
Each sentence will give five options, please output the
corresponding option (i.e. A, B, C, D, E, F, G, H, I, J, or
K) to represent the corresponding answer.
Sentence: {question} Options:

0.028

logic grid
puzzle

You are given a logic grid puzzle to test your sense of
space and positions. You are given a context and some
clues to pick the correct answer from the options to an-
swer a question.Context: {context} {clues} Question:
{question} Options: (A) {choiceA} (B) {choiceB}
(C) {choiceC} (D) {choiceD} (E) {choiceE} Answer:

You are a master at solving logic grid puzzles. Solve
this: {context}
{clues}
{question}

0.327

logical de-
duction

Given the following text describing the correct order of
five objects, select the option from (A, B, C, D or E) that
is consistent with the text.
text: {question}{options}
answer:

The following text describes the arrangement order of
five objects. Please read the text and choose the one from
the options that matches the logic of the text description.
Your answer should be “A”, “B”, “C”, “D” or “E”. Text:
{question}{options} Answer:

0.667

novel con-
cepts

You are given three objects {question}, choose the op-
tion from below where the objects share the greatest
similarity. A. {choiceA} B. {choiceB} C. {choiceC}
D. {choiceD} E. {choiceE}

{question} Pick the most correct description from:
A.{choiceA} B. {choiceB} C. {choiceC} D.
{choiceD} E. {choiceE} My answer is:

0.400

play dialog Now you are a dramatist. The following transcripts of
dialogues are taken from Shakespeare plays, but the
transcripts do not mark who said what. Your task is
to identify whether the sentences in question were spo-
ken by the same or different people. Here is the play:
{play} Question: In the preceding dialogue, were the
lines {line1} and {line2} spoken by the same person or
different people? Please just give a short answer: same
or different.
Your Answer:

In the context of the Shakespeare play, {play}, assess
the given dialogue transcripts. Determine whether the
sentences {line1} and {line2} were spoken by a single
person or by different people. Answer:

-0.638

strange sto-
ries

Given a story, answer whether the question is true or
false. {context} Q: {question} A:

Image you are taking a psychology test. Please read the
given story and answer the question. Please answer “yes”
or “no”. Story: {context} Q: {question} A:

0.310

strategic qa Reason about the answer to the question. {question} Please answer the following question, you should think
step by step, but please use “yes” or “no” to an-
swer.Question: {question}Answer:

-0.085

vitaminc
fact verifi-
cation

Input: {claim} Verify the factually of the claim based
on the following context {context}
- “True” if the claim is factually correct - “False” if the
claim is factually incorrect - “Neither” if the factuality
cannot be determined. Output you answer with one of
“True”, “False”, or “Neither”. Answer:

Context: {context} Now classify this claim into one of
’True’, ’False’, or ’Neither’. {claim}

0.556

winowhy Read the following reasoning about who a particular
pronoun refers to: {question} Is the reasoning correct?

Read the following reasoning, and answer if its correct
or incorrect. {question}

-0.056

Table 11: Kendall τ values of the disagreement between ranks on models from example paraphrases for each task in BBL.



Figure 8: Average performance differences between various models when small edits are made to the prompts
(e.g., substituting ’excludes’ with ’lacks’). The count column describes the number of tasks for which this edit was
relevant.



Change Model P1 Acc. P2 Acc. Diff.
‘.’ –>‘:’ nous-hermes Create a word that does not include the

letter “{letter}”.
.04 Create a word that does not include the

letter “{letter}”:
.65 +.62

alpaca-13b Create a sentence that concludes with
the term “{word}”.

.61 Create a sentence that concludes with
the term “{word}”:

.19 -.42

+ ‘.’ alpaca-13b Write a word that lacks the letter “{let-
ter}”

.04 Write a word that lacks the letter “{let-
ter}”.

.42 +.38

falcon-7b Write a word that lacks the letter “{let-
ter}”

.19 Write a word that lacks the letter “{let-
ter}”.

.50 +.31

flan-t5-xl Write a word that omits the letter “{let-
ter}”

.77 Write a word that omits the letter “{let-
ter}”.

.54 -.23

+ “...” mpt-7b Write a word that does not contain the
letter {letter}.\nWord:

.58 Write a word that does not contain the
letter “{letter}”.\nWord:

.19 -.38

flan-t5-small Write a word that does not contain the
letter {letter}.\nWord:

.62 Write a word that does not contain the
letter “{letter}”.\nWord:

.04 -.58

flan-t5-xl Write a word that excludes the letter {let-
ter}.

.81 Write a word that excludes the letter
“{letter}”.

.23 -.58

+ ‘Q:’ minotaur Are all of the words in the set {words}
classified as {category}? Please respond
with either ’yes’ or ’no’.

.69 Q: Are all of the words in the set {words}
classified as {category}? Please respond
with either ’yes’ or ’no’.

.02 -.67

airoboros Are all the words in {words} categorized
as {category}? Please answer with ei-
ther ’yes’ or ’no’.

.75 Q: Are all the words in {words} catego-
rized as {category}? Please answer with
either ’yes’ or ’no’.

.09 -.66

mpt-7b Are all the words in {words} categorized
as {category}? Please answer with ei-
ther ’yes’ or ’no’.

.57 Q: Are all the words in {words} catego-
rized as {category}? Please answer with
either ’yes’ or ’no’.

.00 -.57

t0pp Are all the words in {words} categorized
as {category}? Please answer with ei-
ther ’yes’ or ’no’.

.99 Q: Are all the words in {words} catego-
rized as {category}? Please answer with
either ’yes’ or ’no’.

.55 -.44

+ ‘using’ flan-t5-large Your task is to write a word without the
letter “{letter}”.

.46 Your task is to write a word without us-
ing the letter “{letter}”.

.12 -.35

falcon-7b Write a word without the letter {let-
ter}.\nOutput word:

.12 Write a word without using the letter
{letter}.\nOutput word:

.35 +.23

flan-t5-large Write a word without the letter {let-
ter}.\nOutput word:

.73 Write a word without using the letter
{letter}.\nOutput word:

.50 -.23

omits
–>lacks

ultralm-13b Write a word that omits the letter “{let-
ter}”.

.62 Write a word that lacks the letter “{let-
ter}”.

.19 -.42

falcon-7b Write a word that omits the letter “{let-
ter}”.

.19 Write a word that lacks the letter “{let-
ter}”.

.50 +.31

flan-t5-xl Write a word that omits the letter “{let-
ter}”.

.54 Write a word that lacks the letter “{let-
ter}”.

.81 +.27

contain
–>have falcon-7b Write a word that does not contain the

letter “{letter}”.
.81 Write a word that does not have the letter

“{letter}”.
.19 -.62

falcon-7b Write a word that does not contain the
letter “{letter}”.

.81 Write a word that does not have the letter
“{letter}”.

.27 -.54

flan-t5-xxl Please write a word that does not con-
tain the letter “{letter}”.

.62 Please write a word that does not have
the letter “{letter}”.

.88 +.27

include
–>have falcon-7b Write a word that does not include the

letter “{letter}”.
.81 Write a word that does not have the letter

“{letter}”.
.19 -.62

flan-t5-xl Write a word that does not include the
letter “{letter}”.

.42 Write a word that does not have the letter
“{letter}”.

.73 +.31

falcon-7b Please write a word that does not include
the letter “{letter}”.

.77 Please write a word that does not have
the letter “{letter}”.

.35 -.42

ultralm-13b Please write a word that does not include
the letter “{letter}”.

.46 Please write a word that does not have
the letter “{letter}”.

.12 -.35

excludes
–>lacks

flan-t5-large Write a word that excludes the letter
“{letter}”.

.54 Write a word that lacks the letter “{let-
ter}”.

.12 -.42

flan-t5-xl Write a word that excludes the letter
“{letter}”.

.19 Write a word that lacks the letter “{let-
ter}”.

.81 +.62

flan-t5-xl Write a word that excludes the letter
“{letter}”

.46 Write a word that lacks the letter “{let-
ter}”

.88 +.42

Table 12: Representative examples of instruction template pairs from LMENTRY with very minor differences but notable variations
in performance (open-source models).



Benchmark & Task Kendall’s W Friedman p-val
BIG-bench Lite

known unknown .316 4.4E-5
play dialog .355 4.3E-5
winowhy .520 6.0E-4
strategic qa .529 .191
hindu knowledge .560 .569
conceptual combinations .731 .132
strange stories .731 .431
code line description .756 .002
novel concepts .787 .620
logic grid puzzle .796 .010
language identification .811 .002
vitaminc fact verification .888 .772
bbq lite .890 .023
logical deduction .913 .895

Table 13: Kendall’s W ∈ [0, 1] values for all tasks
sorted in ascending order. The smaller the value of W
the more that the ranking on different prompts is de-
correlated. Most W are smaller than 0.85, indicating
less than optimal correlation. The p-values from the
Friedman test indicate significant differences between
rankings of models when using different prompts for 7
tasks.

Figure 9: Model and task performance divergence. For
each task, this table shows the number of standard devi-
ations by which the performance of each model on the
original prompts deviates from the average model per-
formance. Dark red cells indicate substantial divergence
values exceeding one standard deviation.

Figure 10: Model and task performance divergence.
For each task, this table shows the number of standard
deviations by which the performance of each model on
the original prompts deviates from the average model
performance. Dark red cells indicate substantial diver-
gence values exceeding one standard deviation.

Benchmark & Task MaxP AvgP Sat Combined
LMENTRY

all words from category .958 .967 .950 .900
any words from category .979 .967 .983 .983
ends with word .104 .967 .050 .517
first alphabetically 1.00 .950 .933 .950
homophones .945 1.00 .900 .933
less letters .983 1.00 .917 .967
more letters .970 .983 .917 .983
rhyming word 1.00 .967 .983 .967
word before 1.00 1.00 .983 1.00
word not containing .836 .967 .783 .850

BIG-bench Hard
causal judgement 1.00 1.00 1.00 1.00
disambiguation qa 1.00 1.00 .964 1.00
formal fallacies .991 .927 .818 .855
geometric shapes 1.00 .964 1.00 .964
hyperbaton .953 1.00 .927 .964
logical deduction five objects 1.00 .964 .855 .964
logical deduction seven objects 1.00 1.00 .964 .964
logical deduction three objects 1.00 .964 .891 .964
movie recommendation .954 .927 .891 .964
navigate .964 1.00 1.00 .964
penguins in a table 1.00 1.00 .891 1.00
ruin names 1.00 1.00 .964 .891
salient translation error detection 1.00 1.00 1.00 1.00
snarks 1.00 1.00 .964 1.00
sports understanding 1.00 1.00 .964 1.00

Table 14: Kendall’s Tau model ranking comparisons
before and after removal of incorrect paraphrases. Re-
sults show near-perfect to perfect agreement across all
tasks, except for LMENTRY’s “ends with word” task.

average maximum saturation combined
t0_3b 7.40 12.20 5.90 7.90
t0++ 4.80 8.80 4.20 4.63
falcon-7b 9.40 8.00 9.70 8.27
mpt-7b 10.30 11.10 10.00 10.00
alpaca-7b 13.90 7.90 13.60 13.20
alpaca-13b 11.50 6.60 12.40 10.72
flan-t5-small 6.20 9.60 7.90 5.90
flan-t5-base 8.00 10.50 6.50 8.20
flan-t5-large 4.10 8.50 4.80 4.50
flan-t5-xl 2.80 4.20 5.80 3.72
flan-t5-xxl 1.40 3.10 3.70 1.72
airoboros-13b 9.50 10.20 9.50 10.36
nous-hermes-13b 8.90 6.30 9.70 8.73
ultralm-13b 12.30 9.80 9.30 11.09
vicuna-13b 11.80 3.70 14.70 10.63
minotaur-15b 13.70 10.20 8.30 13.63

Table 15: Average model ranks for each metric across
all tasks in LMENTRY. Bold numbers indicate the best
averaged rank per metric, while underlined numbers
indicate the worst averaged rank per metric.

average maximum saturation combined
t0++ 7.33 7.47 5.67 7.33
falcon-7b 6.20 7.60 4.67 6.47
mpt-7b 9.00 9.33 8.00 9.53
alpaca-13b 4.53 5.27 3.93 4.67
flan-t5-xl 2.67 2.47 3.93 2.67
flan-t5-xxl 1.40 1.87 3.20 1.33
airoboros-13b 5.73 5.67 5.80 5.67
nous-hermes-13b 6.87 5.40 8.13 6.67
ultralm-13b 8.53 6.60 8.73 8.20
vicuna-13b 3.07 3.13 5.27 3.13
minotaur-15b 10.67 9.67 8.67 10.33

Table 16: Average model ranks for each metric across
all tasks in BBH. Bold numbers indicate the best aver-
aged rank per metric, while underlined numbers indicate
the worst averaged rank per metric.



model default rephrase cot gradual
t0_3b (*) 0.00 11.76 58.82 29.41
t0++ (*) 0.00 15.00 45.00 40.00
falcon-7b 9.09 9.09 36.36 45.45
mpt-7b 0.00 23.53 47.06 29.41
alpaca-7b (**) 8.33 0.00 0.00 91.67
alpaca-13b (**) 0.00 0.00 8.33 91.67
flan-t5-base (*) 0.00 7.14 64.29 28.57
flan-t5-small (*) 0.00 0.00 58.33 41.67
flan-t5-large (*) 0.00 40.00 40.00 20.00
flan-t5-xl (*) 0.00 7.69 30.77 61.54
flan-t5-xxl (*) 0.00 13.04 69.57 17.39
airoboros-13b (**) 0.00 35.71 14.29 50.00
nous-hermes-13b (**) 0.00 0.00 33.33 66.67
ultralm-13b (**) 0.00 6.67 66.67 26.67
vicuna-13b (**) 10.00 10.00 0.00 80.00
minotaur-15b 0.00 14.29 28.57 57.14
all models 1.33 12.39 40.71 45.58
all paraphrases 1.24 18.98 52.94 26.84

Table 17: Distribution of optimal paraphrase sources
per model for LMENTRY. Rows represent models, with
T5-based models marked by an asterisk (*) and LLaMA-
based models by two asterisks (**). Columns indicate
paraphrase generation methods. Percentages in each cell
show the rate of optimal paraphrases from each method,
with bold numbers identifying the leading source for
each model. The ‘All Models’ row aggregates percent-
ages across all models, while the ‘All Paraphrases’ row
displays the overall distribution of generation methods
across all paraphrases.

model default rephrase cot gradual
falcon-7b 0.00 27.27 18.18 54.55
mpt-7b 0.00 40.00 16.00 44.00
flan-t5-xl 2.38 23.81 26.19 47.62
flan-t5-xxl 4.35 17.39 26.09 52.17
t0++ 0.00 50.00 40.00 10.00
alpaca-13b 0.00 11.11 44.44 44.44
airoboros-13b 0.00 50.00 16.67 33.33
nous-hermes-13b 0.00 12.50 16.67 70.83
ultralm-13b 0.00 29.17 25.00 45.83
vicuna-13b 0.00 38.10 28.57 33.33
minotaur-15b 0.00 9.09 0.00 90.91
all tasks 0.73 27.37 23.72 48.18
all paraphrases 0.57 28.07 29.64 41.72

Table 18: Distribution of optimal paraphrase sources per
model for BBH. Rows represent models and columns
indicate paraphrase generation methods. Percentages
in each cell show the rate of optimal paraphrases from
each method, with bold numbers identifying the lead-
ing source for each model. The ‘All Models’ row ag-
gregates percentages across all models, while the ‘All
Paraphrases’ row displays the overall distribution of
generation methods across all paraphrases.



task t0_3b t0++ fal7b mpt7b alp7b alp13b ft5small ft5base ft5large ft5xl ft5xxl airoboros noushermes ultralm vicuna minotaur
all words from category 4.9 2.2 11.3 4.2 3.1 2.9 5.6 4.3 2.4 6.6 3.1 6.6 8.7 3.2 3.8 7.5
any words from category 3.4 1.5 11.2 4.1 3.8 2.9 11 7.3 6.7 2 1.7 5.8 3.2 6 2.6 2.1
ends with word 3.3 4.3 2.2 2.4 1.9 10.7 3.3 6.2 5.7 5.9 6.1 2.8 3.5 2 3.7 2.5
first alphabetically 10.3 3.2 7.2 6.1 2.6 6.4 10.3 3.2 5.1 3.9 4 5.3 8.2 11.4 5.7 7.8
homophones 7.2 5.7 8.3 10.3 2.4 4.2 10.5 4.5 3.5 3.7 9.7 5.8 10.8 2.1 3.7 1.2
less letters 3.3 9.5 5.3 3.8 4.2 5.5 5.9 4.6 4.5 5.1 3.5 4.2 3.5 7.1 10.2 6.3
more letters 4.3 4.2 6.5 6 5.8 10.4 3.3 4.2 4.2 4.9 7.6 5.4 9.3 6 7.9 6.8
rhyming word 10.9 2.5 4.1 5.2 2.6 12.8 6.6 3.8 6.7 5.1 5.6 3.3 3.8 1.8 7.3 1.2
word before 5.9 2.8 1.3 3.2 6.6 3.5 6 4.4 4.5 8.8 4.9 4.5 3.3 1.1 5.1 2
word not containing 4.2 12.4 8.6 11.8 9.4 6.3 4.4 10 21.9 14.2 5.8 10.1 5.8 6.3 5 12.3

Table 19: The average number of average heuristic repetitions required to achieve less than a 1 accuracy point discrepancy from
the actual average performance for each task and open-source model. Maximal value: 21.9. All values average: 5.62 (std: 3.12).

task t0_3b t0++ fal7b mpt7b alp7b alp13b ft5small ft5base ft5large ft5xl ft5xxl airoboros noushermes ultralm vicuna minotaur
all words from category 0.01 0.03 0.02 0.02
any words from category 0.06
ends with word 0.03
first alphabetically 0.01 0.03 0.03
homophones 0.04 0.01
less letters 0.02 0.01 0.02 0.03 0.02
more letters 0.01 0.01 0.03 0.01 0.01
rhyming word 0.01 0.02 0.03 0.01 0.01 0.01
word before 0.01 0.06 0.01
word not containing

Table 20: Results of the greedy optimal paraphrase search for each task and open-source model. An optimal prompt was recovered
in 130 out of 160 cases. In the remaining cases, the average discrepancy in performance between the chosen and actual optimal
paraphrases was 2.1 accuracy points, with a standard deviation of 1.4.

davinci td002 td003 cgpt
all words from category 0.56 0.72 0.84 0.60
any words from category 0.55 0.63 0.65 0.86
ends with word 0.10 0.30 0.58 0.60
first alphabetically 0.46 0.48 0.71 0.98
homophones 0.48 0.19 0.38 0.49
less letters 0.41 0.67 0.79 0.88
more letters 0.47 0.68 0.82 0.87
rhyming word 0.19 0.29 0.57 0.69
word before 0.12 0.13 0.27 0.40
word not containing 0.03 0.85 0.97 0.90

Table 21: Average performances for OpenAI models
across all LMENTRY tasks, computed using only the
original prompts.

davinci td002 td003 cgpt
all words from category 0.15 0.61 0.79 0.62
any words from category 0.16 0.62 0.59 0.82
ends with word 0.11 0.24 0.42 0.54
first alphabetically 0.12 0.27 0.35 0.45
homophones 0.12 0.57 0.60 0.71
less letters 0.17 0.51 0.58 0.58
more letters 0.16 0.49 0.51 0.50
rhyming word 0.14 0.39 0.41 0.76
word before 0.04 0.16 0.51 0.47
word not containing 0.06 0.57 0.84 0.81

Table 22: Estimated average performances for OpenAI
models across all LMENTRY tasks, approximated using
all prompt paraphrases.

davinci td002 td003 cgpt
all words from category 0.64 0.80 0.85 0.68
any words from category 0.66 0.82 0.88 0.97
ends with word 0.15 0.35 0.61 0.62
first alphabetically 0.50 0.56 0.90 0.98
homophones 0.59 0.25 0.41 0.79
less letters 0.48 0.70 0.86 0.92
more letters 0.54 0.80 0.89 0.90
rhyming word 0.32 0.45 0.65 0.96
word before 0.17 0.21 0.34 0.66
word not containing 0.04 0.92 1.00 0.96

Table 23: Max performances for OpenAI models across
all LMENTRY tasks, computed using only the original
prompts.

davinci td002 td003 cgpt
all words from category 0.64 0.94 0.99 0.97
any words from category 0.66 0.95 0.99 1.00
ends with word 0.88 0.52 0.67 0.72
first alphabetically 0.55 0.95 0.97 1.00
homophones 0.63 0.99 0.95 0.99
less letters 0.61 0.95 0.95 1.00
more letters 0.71 0.93 0.97 1.00
rhyming word 0.67 0.93 0.95 0.99
word before 0.26 0.51 0.82 0.95
word not containing 0.65 1.00 1.00 1.00

Table 24: Estimated max performances for OpenAI
models across all LMENTRY tasks, approximated using
all prompt paraphrases.



task davinci td002 td003 cgpt
all words from category 1 .0009 .0002 7.2E-08
any words from category 1 .0008 .0009 .0832
ends with word 8.8E-17 .0195 .3034 .0955
first alphabetically .4922 6.1E-09 .0196 .1572
homophones .5371 7.8E-18 5.3E-13 7.7E-06
less letters .0633 3.4E-06 .0009 .0047
more letters .0131 .0046 .0209 .0016
rhyming word 5.7E-07 1.4E-10 4.3E-08 .0833
word before .10560 1.1E-06 1.1E-11 1.9E-06
word not containing 6.3E-05 .1573 1 .3173

Table 25: The results for the McNemar test we ran to as-
sess the statistical significance of the differences in max-
imum performance between the original best prompt and
the prompt estimated to be optimal across all paraphrases
for each task in the LMENTRY benchmark. Significant max
differences (p-value<0.05) are highlighted.


